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ABSTRACT

We propose a sketch-based method for manga image retrieval,

in which users draw sketches via a Web browser that enables

the automatic retrieval of similar images from a database of

manga titles. The characteristics of manga images are differ-

ent from those of naturalistic images. Despite the widespread

attention given to content-based image retrieval systems, the

question of how to retrieve manga images effectively has been

little studied. We propose a fine multi-scale edge orientation

histogram (FMEOH) whereby a number of differently sized

squares on a page can be indexed efficiently. Our experimen-

tal results show that FMEOH can achieve greater accuracy

than a state-of-the-art sketch-based retrieval method [1].

Index Terms— Image Retrieval, Sketch, Manga

1. INTRODUCTION

Manga (Japanese comics) are popular in many parts of the

world. Nowadays, manga are being distributed not only in

print but also electronically via online stores such as Amazon.

They are read on devices such as Kindles, iPads, and PCs.

Some of the e-manga archives are very large, (e.g., the Ama-

zon Kindle store sells more than 30,000 e-manga titles1), but

offer very limited search support (keyword-based search by

title or author). For this reason, applying content-based tech-

niques would have the potential to make the manga-search

experience more intuitive, efficient, and enjoyable.

There are two unique challenges associated with content-

based manga retrieval. First, the visual characteristics of

manga images are very different from those of naturalistic

images. For example, as shown in Figure 1(c), manga images

are usually line drawings made up of black lines on a flat

white ground. Local-feature characterization, such as SIFT

[2], is not suited to describing manga images, which do not

have varying gradient intensities. Furthermore, a manga im-

age (a page) comprises several frames (rectangular areas).

It is therefore necessary to retrieve not only an image but

also part of the image, as shown in Figure 1(c), where the

red square region within the image is detected. A traditional

bag-of-features (BoF) image representation framework [3] is

not suited to retrieving an area of an image because it discards

1Amazon.co.jp Kindle Comic. Retrieved from January 28, 2014, from

http://amzn.to/WWXSuw
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Fig. 1. (a) A user draws a rough sketch. (b) Similar images

are retrieved from a manga database. (c) An image containing

a region that best matches the sketch is retrieved.

spatial information. Therefore, even if two BoF vectors are

similar, it is hard to identify the areas that are similar within

the images.

The second challenge is to avoid limitations in the query

modality. Because manga images are mostly black-and-white

drawings, users should have access to some form of drawing,

such as examples of manga images or sketches of their own.

For this reason, it is important to provide a natural sketch-

based interface for manga retrieval.

In this paper, we propose a content-based manga retrieval

system that addresses the above two challenges. First, we pro-

pose a manga-specific image feature, namely the fine multi-

scale edge orientation histogram (FMEOH), and a framework

for extracting it. The system is composed of three steps: the

labeling of margin areas, FMEOH feature description, and bi-

nary embedding. From a comparative study, we confirm that

the proposed method can obtain better accuracy than a previ-

ous method, namely the edgel index [1]. Second, we study the

feasibility of a sketch-based interface as a more natural way

for people to interact with manga content. Sketch-based in-

terfaces for retrieving images have been explored previously,

and we conjecture that they are particularly suited to manga.

An outline of the method is shown in Figure 1.

2. RELATED WORK

In the image processing literature, there is some research deal-

ing with manga; colorization [4, 5], vectorization [6], layout

recognition [7], layout generation [8, 9], element composi-

tion [10], manga-like rendering [11], speech balloon detec-

tion [12], segmentation [13], and retargeting [14]. Although
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Fig. 2. (a) An image and a selected square area. a measures

the side of the feature. (b) The visualized FMEOH feature

extracted from the red selected area in (a).

some commercial products such as Google image search can

retrieve cropped manga frames using text queries via the Web,

they rely heavily on textual information related to the frame.

The scope of the retrieval is therefore limited. Several meth-

ods have tackled the sketch-based retrieval of naturalistic im-

ages, where queries are sketches drawn by users [15, 16, 1,

17, 18, 19, 20, 21].

3. MANGA-SPECIFIC IMAGE REPRESENTATION

In content-based image retrieval, the basic form of image rep-

resentation is the BoF representation, whereby local features

such as SIFT [2] are extracted from the image and quantized

into a sparse vector [3]. When a manga image is represented

as a BoF, there are two problems. First, local features are not

suitable because the intensity gradients are low. We show that

BoF matching achieves poor results in Section 5. Second, be-

cause BoF discards spatial information, it is difficult to locate

the part of the image containing the similarity.

To deal with these problems, we propose the FMEOH,

which defines spatial areas in terms of a multi-scale sliding

window, and comprises a histogram of edge orientation for

each area. It is based on the EOH [22], and we generate the

FMEOH by using a fine multi-scale moving window. The

method can locate features in images because a feature de-

notes a region in the image.

We show an example in Figure 2. If the red square area

in Figure 2(a) is selected, its FMEOH is visualized in Fig-

ure 2(b). Such FMEOH descriptors are extracted at many

different scales and for many positions on the page. Each

FMEOH feature represents a square region, and the retrieval

is performed by matching of an FMEOH feature of the query

against the FMEOH features in the database.

3.1. FMEOH features

A square area is divided into 8 × 8 cells. The edges of each

cell are quantized into 4 orientation bins and normalized, and

whole vector is then renormalized. For manga, the features

need to be robust against scale changes because we want to

find areas of any size that are similar to the input sketch. For

example, if a certain character’s face is the target, it can be ei-

ther small or large. To achieve matching across scales, we use

(a) Input page (b) Erosion of

white areas

(c) Connected

component labeling
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Fig. 3. (a) An input image. (b) Erosion is applied to white

regions to thicken the lines. (c) White-connected areas are la-

beled with the same value. (d) The margin areas are selected.

square blocks with finely changing multiple sizes. FMEOH

features are extracted at different scales and from different lo-

cations in the manga page. The page is then represented by a

set of FMEOH features: P = {p1, . . . , pn} where P means

the page and pi denotes an FMEOH feature.

We extract FMEOH features in a sliding window manner.

We first set a small constant value a = a0 and start to extract

FMEOH features via a sliding window, left top to right bot-

tom, with a sliding step size of a/8. The scale is then changed,

with a being slightly enlarged via a← 21/3a. This procedure

iterates until a exceeds the size of the side of the manga page.

This sliding-window-based representation is simple and

efficient at finding the matching area in the image because the

feature implicitly describes the position in the image. This

property is particularly useful for manga page. Its disadvan-

tage is that it can require much memory and computation time

to compare features, and we solve them in Sections 3.2.

3.2. Binary embedding

Given a set of FMEOH features, we convert them into binary

strings for efficient computing and for saving memory. After

the features are converted to binary strings, the Hamming dis-

tance between two binary strings can be computed quickly us-

ing low-level machine operations. The search can therefore be

performed efficiently even for large numbers of database vec-

tors. We leverage shift-invariant kernel LSH (SKLSH) [23]

for converting features into binary strings.

By converting each feature (pi) to a binary string (B(pi)),
an image is represented as PB =

{

B(pi) ∈ {1, 0}
b
∣

∣i = 1, . . . , n
}

where PB is a set of binary strings for a page. b is the length

of the string, and B(·) is the binarize operator in SKLSH.

If a binary string from a query sketch is converted into

B(qj), the search engine computes the nearest neighbors us-

ing
〈

p∗i , q
∗

j

〉

= arg min dH(B(pi), B(qj)), where dH(·, ·)
denotes a Hamming distance.



(a) Input page (b) The unnecessary label
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Fig. 4. (a) Input image. (b) Its margin labels. In case (i), the

red area (i) in (a) is skipped because U/S = 0.6 > 0.1. In

case (ii), in contrast, the corresponding area is all black, and

the feature is therefore extracted. In case (iii), U/S = 0.08 <
0.1, and the FMEOH is extracted.

3.3. Skipping margins

Manga comprises a series of frames, with the inter-frame

space (margin) being unimportant. For efficient searching,

margin exclusion from retrieval candidates should be per-

formed. We label the margins as shown in Figure 3. First,

the lines of the manga page image (Figure 3(a)) are thickened

by applying an erosion [24] to the white areas (Figure 3(b)),

thereby filling small gaps between black areas. Next, the

white-connected areas are labeled by connected-component

labeling [25] as shown in Figure 3(c), where different colors

for the labels have been used for visualization. Finally, areas

are selected as margins by finding the most frequent label

appearing in the outermost peripheral regions (Figure 3(d)).

Because inter-frame spaces tend to connect to the outer areas,

the method succeeds in most cases.

We define the square area for which the FMEOH fea-

ture p is extracted as S(p), and the margins as U(p) (e.g.,

the colored areas shown in Figure 3(d)). We extract a

feature only if its area ratio U/S is less than a thresh-

old, which we set to 0.1. PB is therefore rewritten as

PB = {B(pi)|U(pi)/S(pi) < 0.1, i = 1, . . . , n}. Intu-

itively, this means that if an area belongs to the margin, it

is skipped in the feature extraction step. An example of the

process is shown in Figure 4.

4. QUERYING BY SKETCH

Querying is a difficult issue for manga retrieval. We cannot

employ textual or tag data because FMEOH features do not

involve such information. For natural and intuitive interface,

we would prefer a sketch-based query. Because manga itself

comprises sketches drawn by authors, sketching is compati-

ble with manga. Figure 5 shows an example of the proposed

method. The method is fully implemented on the Amazon

EC2 parallel platform and the interface is provided by a Web

(a) Querying by "two guys" (b) The result of the manga page corresponding

to the      ranked in (a)
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Fig. 5. (a) Interface for the retrieval. The left area is the

canvas for the user’s sketch. In this case, two guys are drawn.

The right area shows the retrieved results. (b) When the user

clicks on one of the results, the page containing it is shown.

(a) First sketch (b) Dragging a result to the canvas (c) Retrieval by reusing the result
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Fig. 6. Relevance feedback. (a) A user draws strokes and

finds a target building on 11th result (red colored). (b) By

dragging it to the canvas, another retrieval is performed auto-

matically with this as the query. (c) A wide range of images

of the target building is obtained.

browser. The retrieval is performed automatically after each

stroke is completed.

In addition, we can make use of sketching not only for

the initial query but also for additional interaction with the re-

trieved results. The queries that can be performed using our

framework are summarized as follows: (1) sketch querying,

the proposed sketch-based retrieval described above. (2) rel-

evance feedback, that reuses the retrieved results. (3) query

retouch, where the result of relevance feedback is modified

and reused. (4) combinations of the above.

Relevance feedback extends the existing method. Users

can reuse a retrieved result simply by dragging the result to

the canvas as shown in Figure 6. With relevance feedback,

even novice users can use professional manga images as

queries. Query retouch is a new methodology we propose in

this paper. In query retouch, we can modify either the initial

sketch or a query taken from the results of a retrieval (Figure

7). As the query is changed by adding lines or partial erasure,

the results will change immediately. As a result, we can intu-

itively change the results of the retrieval in the direction that

we want2.

5. EVALUATION1: COMPARISON OF FEATURES

We compare the proposed FMEOH to BoF using a SIFT

method [3] (as a baseline) and to edgel index [1] (represent-

2Because of a copyright issue, we show in Figure 6, 7 results using a small

database, and it does not include binary embedding.



(a) Results of relevance feedback (b) Draw a glass (c) Relevance feedback, again
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Fig. 7. Query retouch. (a) Results of relevance feedback

where target characters are red colored. (b) The user adds

strokes and draws a glass with the target character. Another

target characters with a glass are then retrieved (colored red).

Note users can erase lines using an eraser tool. (c) Both rele-

vance feedback and query retouch can be conducted multiple

times.

ing the state of the art), to assess retrieval ability. In the

comparison, we conducted a character retrieval task using the

manga Dragon Ball. In addition, we examined how drawing

ability might affect the results.

We gathered 18 subjects (9 novices and 9 semiprofes-

sional drawers). First, we showed them a paper containing

object characters for 10 seconds, and removed it. Next, they

were instructed to draw the character on a computer screen.

We followed Rodden’s report [26] for this setup. After ob-

taining the sketches, a retrieval was performed, for which we

calculated the mean average precision3 (mAP) and the aver-

age of the top 10 precision values (precision@10) of each im-

age. The character Frieza from Dragon Ball was used as the

object. We used frames (manually cropped from the manga)

as the database because the purpose here was to compare the

features. The initial value for the square’s side in FMEOH,

a0, was set to 160, and the bit length was set to 256 byte.

For the evaluation, we manually cropped 1,503 frames from

Dragon Ball Vols. 26 and 27. Among these, we identified 208

images with Frieza as positive samples, and the remainder as

negative.

Table 1 gives the results of the comparative study, with

mAP measuring retrieval precision and recall. Here, the pro-

posed FMEOH method has the best performance for both

novice and semiprofessional users. Precision@10 measures

how correct the returned top 10 results are. If precision@10

= 0.1, a user would obtain one correct Frieza in 10 returned

results. FMEOH is also the best method in terms of preci-

sion@10. One reason for the worse results with edgel index

is that the method is not robust against position changes, e.g.,

it cannot match a query with an “apple” at the center of the

canvas to an image where the “apple” is in the top leftmost

corner. For a Web-image retrieval task, this would not be a

problem because the quantity of Web images is large and there

would be many “apple” images. For manga images, however,

we would have to pay more attention to the position.

3We considered the top 50 results.

Table 1. Results of the comparative study.
mAP mPrecision@10

Novice
Semi-

professional Novice
Semi-

professional

BoF [3] 0.179 0.228 0.111 0.148

Edgel index [1] 0.242 0.195 0.210 0.086

Proposed 0.284 0.292 0.247 0.210

(a) Successful resulsts (b) Failed result

Fig. 8. (a) Successful results for the larger-scale evaluation.

Results of a query “head” are shown (red results are success-

ful). White holes are drawn because of their copyright. (b)

The query was “submarine”, and no results matched.

6. EVALUATION2: LARGER-SCALE EVALUATION

Next, we evaluated the method using a larger dataset. We used

representative sketches [27] as queries. These comprised 347

sketches, with each having a category name, e.g., “panda”.

For the evaluation, we used 30 manga titles (5,719 pages) as

the database, which covered many manga genres. Note that

the average size of a page was 1326 × 2036 pixels. We set

a0=360, and the number of bits as 256 byte. The average

number of features per page was 1,512.

Figure 8(a) shows successful examples. We could retrieve

objects from a manga database. Because faces are the most

frequent type of object in manga images, such queries are

well matched. In contrast, some queries such as “submarine”

failed (Figure 8(b)). One reason is that the range of queries is

very wide and there may be no manga that contains the cate-

gory of the query, e.g., the query “submarine” did not appear

in our manga database.

7. CONCLUSION

We have proposed a sketch-based manga retrieval method.

Users draw sketches, with similar images being retrieved au-

tomatically from a database of manga titles. The method

comprises the labeling of margin areas, FMEOH feature de-

scription, binary embedding, and a sketch interface. From

our comparative study, we showed that the proposed method

performed the best.

Acknowledgements: We would like to thank Stephen Holi-
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